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Abstract

The design of video game environments, or levels, aims to control gameplay by steering the player through a sequence of designer-controlled steps, while simultaneously providing a visually engaging experience. Traditionally these levels are painstakingly designed by hand, often from pre-existing building blocks, or space templates. In this paper, we propose an algorithmic approach for automatically laying out game levels from user-specified blocks. Our method allows designers to retain control of the gameplay flow via user-specified level connectivity graphs, while relieving them from the tedious task of manually assembling the building blocks into a valid, plausible layout. Our method produces sequences of diverse layouts for the same input connectivity, allowing for repeated replay of a given level within a visually different, new environment. We support complex graph connectivities and various building block shapes, and are able to compute complex layouts in seconds. The two key components of our algorithm are the use of configuration spaces defining feasible relative positions of building blocks within a layout and a graph-decomposition based layout strategy that leverages graph connectivity to speed up convergence and avoid local minima. Together these two tools quickly steer the solution toward feasible layouts. We demonstrate our method on a variety of real-life inputs, and generate appealing layouts conforming to user specifications.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geometry and Object Modeling—Curve, surface, solid, and object representations

1. Introduction

Typical video games contain complex virtual environments, or game levels, that players must traverse in order to advance through the story. Each level is a series of spaces, or rooms, with connections [Bar03]. Designers typically enforce a restricted level organization with linear passages that steers players to progress through a number of specific challenges: find a treasure, fight a monster, etc [Aar05]. Between each of these steps, players may freely explore their environment subject to the designer’s impediments upon their progress [SZ03]. Rich, interesting game levels are a key component of a successful game (Figure 1a). Our work automatically computes visually engaging, complex, and diverse game levels that conform with designer specifications (Figure 1b-e).

Level layouts are typically manually constructed by game designers [Bar03]. Starting from a desired gameplay flow, designers typically construct each level from a set of artist-created building blocks, or spaces, some of which are unique while others are reused from level to level [Per02, BP13]. Since levels are created manually, they typically remain static from one gameplay session to another and the player experience never changes; consequently, a player forced to...
We propose a novel approach for game level layout generation, capable of automatically producing a variety of distinct game levels for replay while still allowing the designer to define the flow of gameplay. The input to our method consists of a planar connectivity graph that reflects the designer-intended gameplay flow (Figure 1b) and a set of polygonal building blocks (Figure 1c). Each graph node corresponds to a space, or room, in the desired layout, and the edges define the connectivity between them. We use the graph to assemble the building blocks into diverse possible layouts which satisfy the gameplay-flow encoded by the graph (Figure 1d,e).

The technical challenge we face is to layout the blocks such that two key constraints are satisfied: the layout must be intersection-free, i.e., we require that blocks within each level do not overlap, and must also satisfy all pairwise contacts – each pair of blocks connected by a graph edge must share a boundary segment long enough to place a doorway through. The interplay between the need to move blocks together to enforce contacts and the need to keep them apart to avoid intersections make game level layout a challenging problem, distinct from those addressed in other contexts (Section 2).

To obtain layouts that satisfy these constraints we develop an optimization strategy that leverages two geometry processing tools. First, we exploit graph connectivity to design a divide-and-conquer layout strategy, speeding up convergence to valid solutions. Second, instead of exploring the set of all possible building block positions, our algorithm considers reduced, continuous configuration spaces [LP83] defined for pairs of adjacent blocks. We use these configuration spaces to quickly evaluate contacts and to instantaneously improve them for individual blocks. We use these two ingredients to efficiently explore the solution space using a stochastic optimization process. We leverage partial solution caching to facilitate quick, on demand, generation of new distinct levels from the same graph whenever a player repeats a given level.

Our contribution is two-fold. We introduce the first game level layout algorithm for general 3D maps that provides high-level designer control of gameplay while enabling the use of existing game building blocks. Our algorithm supports complex planar graph layouts, including graphs with multiple interconnected cycles that are common in game design, and arbitrarily shaped polygonal building blocks. Designers can enforce additional requirements on the generated layouts, such as associating graph nodes with particular blocks and specifying appropriately connected multi-floor layouts (Section 4). Our algorithm can easily be integrated into existing game development workflows, and is suitable for a wide range of genres. Our technical contribution is a practical solution to a challenging layout problem, variants of which had been shown to be PSPACE-complete [HSS84]. Our experiments have shown our algorithm to robustly handle a large spectrum of typical game layout inputs (Section 4).

2. Background and Related Work

Industry Practices. Virtual worlds in games can be decomposed into a series of areas or levels [Bar03, Aar05, HC12, Ash11], Figure 1a. Games often include hundreds of levels, each typically containing up to a few dozen connected spaces [Bar03, Aar05]. Game designers use the connectivity between the spaces to control the flow of gameplay and to tell a compelling story [Cra04, Bar03, S203]. In typical game design, each level is constructed by hand, in a time-consuming and repetitive process. A widespread industry practice [Per02, BP13] is to create a set of templates, or building blocks, defining possible space shapes, and then reuse those multiple times when assembling a level. This approach allows for easy assembly of the final 3D realizations of the layouts. These practices guide our choice of user input: a graph defining the space connectivity and a set of 2D space templates or building blocks.

Automating Level Generation. Shaker et al. [STN14] discuss three methods for level generation. Recursive spatial partitioning is commonly used for architectural floorplan layout and is not suitable for arbitrary game levels (see below). Agent-based layout methods, such as the one employed by Dungeons of Dredmor [Gas11], connect building blocks to each other using a greedy strategy that maintains a queue of “open positions” where a new door connecting two spaces can be placed. To ensure contacts and avoid intersections they handle only acyclical layouts and use blocks quantized to and aligned with a fixed grid. Methods inspired by cellular automata [YT10, ALM11] generate 2D layouts for organic environments such as caves and do not support the predefined blocks used to quickly assemble 3D levels.

Academic Research. The computer graphics community has so far focused on placement of objects within levels, e.g. [YYW12] which places sand, water traps and holes on virtual golf courses, or on automatically adapting building blocks extracted from game levels [CLDD09], and has not addressed actual level layout. The artificial and computational intelligence community also investigates level design; see [TYSB11] for a comprehensive survey. The focus is on designing engaging level structures, or quest graphs. This is complementary to our goal as the generated quest graphs can serve as inputs to our method. A number of approaches produce levels for two-dimensional “side-scroller” environments [STY11], in which the X direction represents “progress” and the “Y” direction represents vertical movement; we solve the harder problem of generating two-dimensional floorplans for 3D levels, with “progress” described by an arbitrary planar graph.

Graph Drawing. 2D planar graph drawing aims to generate intersection-free layouts of graphs that satisfy specific user requirements [NR04]. Level layout requires placing a polygonal building block at each vertex such that the blocks do not intersect and such that each pair of blocks corresponding to adjacent graph vertices share a common boundary segment. While it is easy to extend traditional graph drawing algorithms to generate intersection-free block
layouts (one can simply scale a 2D graph embedding till the blocks associated with each vertex no longer touch), it is the requirement for contact that makes our problem significantly harder. To the best of our knowledge this constraint had not been addressed before in the graph drawing community.

Procedural Geometry Layout. A variety of procedural methods have been successfully used for the design of cities [PM01, MM08, CEW*08, VKW*12] and buildings [VWSR03, MWH*06, LCOZ*11]. These approaches focus on the plausibility and aesthetics of the outputs, and do not aim to control contacts or adjacencies between individual buildings or interior spaces.

Floorplan Layout. Our work has strong links to the generation of floorplans for architectural spaces, also known as the spatial allocation problem [MS74, Sha87, Lig00, M-SK10, LYAM13, BY MW13]. As research in this area has focused on real-world architectural spaces, floorplans are typically generated for predefined envelopes, rooms are composed of axis-aligned walls, and no unoccupied voids are allowed between rooms. The main degree of freedom in this setting comes from the ability to scale rooms in the axial directions and to relax contact constraints. Contrary to these expectations, in a game setup we require the outputs to strictly satisfy contacts and operate on user-specified arbitrarily-shaped polygonal building blocks. At the same time, we have no constraints on envelope shape or the location of voids. In fact, flexible envelopes and interior voids are often used to add visual interest to game levels (Figure 1a) and make the layout feasible even for complex user-specified space graphs.

VLSI Layout. Our problem has some similarity to VLSI circuit layout [She98]. VLSI layout algorithms search for the best placement of axis-aligned cells and wires connecting them on a compact chip such that wire length is minimized and crossovers are avoided. This layout problem is known to be NP-complete, and algorithms for solving it focus on generating the best solution with considerable computational effort; our work concentrates on quickly providing multiple solutions with high convergence rates. We compare our solution to more standard approaches in Section 4.

Configuration Spaces. In motion planning for robotics, the configuration space of an object is the set of all possible transformations that can be applied to the object while avoiding intersections with other objects [LP83, LaV06]. Operating on the space of transformations converts complex geometric problems into simpler ones by spatial collapse. We use configuration spaces to assist in our layout setup by formulating contacts and intersection avoidance as restrictions on configuration spaces. It has been observed that the general configuration space form of our layout problem, expressed solely for rectangular regions in a rectangular envelope, is PSPACE-complete [HSS84].

3D Game Levels. 2D game levels and floorplans can be converted into 3D architectural structures using a variety of methods [YWR09, KV11, MM08]. Given a game level layout assembled from a finite set of building blocks, Cabral et al. [CLDD09] generate seamless 3D levels by deforming the blocks to match openings and appropriately resizing corridors, doors and stairs. Our outputs can directly be used as the input to their method.

3. Algorithm

Our method takes a planar graph and a set of 2D polygonal building blocks as input data and generate various corresponding valid level layouts by arranging the blocks such that each graph node corresponds to an admissible building block, no two blocks intersect, and each pair of blocks corresponding to adjacent graph nodes share a common boundary segment (see Figures 1 and 3).

Combined together, these requirements define a high-dimensional, mixed continuous-discrete problem, where the continuous degrees of freedom are the block positions and the discrete ones are the node-to-block associations. A standard approach to such mixed problems would be to define an energy term encapsulating our requirements, and then attempt to find a layout that minimizes this energy term using state-of-the-art stochastic optimization. However, naively doing so fails to take advantage of domain specific knowledge.

Instead we use a tailored solution mechanism that leverages key level layout properties to quickly generate diverse layouts with high convergence rates. We compare our solution to more standard approaches in Section 4.

We first note that given a layout where all but one node’s blocks and positions are fixed, we can directly compute the set of positions for the free node that best satisfy our constraints locally (i.e. with respect to its adjacent graph nodes) by computing the configuration space [LP83] of the block associated with this node with respect to the neighboring blocks (Section 3.1, Figure 2). Given a building block shape associated with the node, this configuration space defines a (possibly empty) set of line segments or points, such that placing the center of the block at any point in the space locally satisfies contacts and ensures that no local intersections occur (Figure 2). We cannot formulate the entire level layout problem solely as a configuration space computation, as even a restricted version of such a computation is PSPACE-hard [HSS84]. Using local configuration spaces within a
randomized optimization setup (Section 3.3), however, not only lets us drastically speed up convergence but also supports our variability goal as placing a block at any location inside the configuration space locally satisfies our constraints.

A classical approach for speeding up optimization in high-dimensional spaces is to reduce dimensionality by breaking the input problem into smaller easier to solve sub-problems, appropriately communicating constraints between sub-problem solves. Following this strategy, we break the layout problem into a set of smaller ones, where at each step we only process a portion of the input graph, thus reducing the dimension of the search space (Section 3.2).

Our challenge is to appropriately define these subgraphs and the communication strategy. A standard divide-and-conquer approach would recursively split the problem into equal smaller subgraphs, performing a bottom-up merge of partial solutions. However, this leads to merging two large partial solutions together, an operation as difficult as laying out the entire graph at once. We instead propose an incremental processing order, adding sequences of blocks (chains) to a partial solution. The added chains have roughly the same complexity, preventing the problem from growing out of proportion. We ensure that the generated partial layouts are both valid and connected at all times, increasing the odds that they can be extended into valid full layouts of the entire input graph. Our control mechanism allows for backtracking in the rare cases that this extension process fails.

Our basic algorithm can be extended to support a number of features designed by game level designers, showcased in Section 4. These include fixed or restricted building blocks, rotation and scaling of rooms, fixed positions, and multiple floor layout generation. In particular we automatically enrich input building block sets by precomputing scaled and rotated variations of the basic blocks, then allowing the optimizer to select them as new blocks.

### 3.1. Configuration Space

In general, finding a high-dimensional configuration of objects that satisfies a set of hard non-linear constraints is known to be a difficult problem. However, we observe that for local layouts we can use geometric tools to directly compute local solution spaces, such that positioning a block inside these spaces best satisfies both interaction and contact constraints for this block with respect to its immediate neighbors in the input graph. Specifically given a pair of blocks, one fixed and one free, this set of valid positions is a union of 1D line segments and can be computed analytically (Figure 2, left). By leveraging these valid position sets, which in robotics literature are referred to as configuration spaces [LP83, LaV06], we dramatically reduce the size of the space that we must search.

We compute the configuration space for a pair of blocks, one of which is fixed and the other one of which is allowed to move, as follows. We fix a reference point on the moving block, e.g., its center, and consider all locations in $\mathbb{R}^2$ such that, if the moving block is translated so that our reference point is placed at this location, the stationary block and the moving block contact each other but do not intersect. Note that in order for two polygons to contact each other along a non-zero length segment, allowing for a doorway between them, they must touch along a common parallel edge. As the moving block slides along this edge, the fixed point on the moving block traces a line segment in Euclidean space. Repeating this process for every pair of parallel edges on the two blocks yields a collection of line segments, the configuration space of the two blocks (Figure 2, left). For each pair of parallel edges these segments can be computed efficiently using any number of geometric computing engines. The configuration space of a moving block with respect to two or more stationary ones, is simply the intersection of the individual configuration spaces placing the moving block in valid contact with each of its neighbors or, in other words, the intersection of collections of line segments (Figure 2, right). These are usually points, but can be line segments if the block can contact both of its neighbors along two parallel or collinear edges.

Since our block geometry is fixed during optimization we precompute the configuration space for each pair of block shapes, facilitating quicker processing later on.

### 3.2. Incremental Layout

Configuration spaces let us dramatically reduce the local search spaces for individual graph nodes; however, the overall search space we consider remains too large for a solution to be located reliably, within a practical amount of time. To speed up processing we break the layout problem into, smaller, easier to solve ones. We note that chains, or graphs where each node has at most two neighbors, are relatively easy to lay out as the number of local contact constraints is always smaller than the number of block edges. Since a game layout is dominated by linear progression, we anticipate our input graphs to be dominated by a small set of long chains. We
decompose our input graphs into chains, as described below, taking particular care to address graphs with cycles where the layout is more constrained.

Given a set of chains, we recall that our final output layout has to be a single connected component; hence there is no benefit in processing chains independently and then trying to join them into a single layout. We therefore process the set of chains incrementally (Pseudocode 1) using their adjacencies to guide us. We first compute a set of possible layouts for one chain, and then extend these partial layouts by adding neighboring chains, i.e. those sharing graph edges with the partial layout, one at a time, generating multiple extended layouts and storing them. The process terminates once all chains are processed and a sufficient number of layouts for the entire input graph have been found, or when no more distinct layouts can be computed. If an extension step fails, we backtrack to the last previously computed and stored partial layout and continue the extension process from it. An extension typically fails if the partial layout it starts from surrounds the blocks that need to come into contact with the new chain (Figure 4). The goal of generating multiple partial layouts instead of just one is twofold. First, we increase the likelihood that at least one of these layouts can be extended to a full layout, i.e. a layout of the entire graph. Second, by pre-caching partial layouts we facilitate quick, on-demand, creation of additional full layouts.

Pseudocode 1 Incremental Level Layout

Input: Planar graph \( G \), building blocks \( B \), layout stack \( S \)

1: procedure IncrementalLayout\((G, B, S)\)
2: Push empty layout into \( S \)
3: repeat
4: \( s \leftarrow S, \text{pop}() \)
5: Get the next chain \( c \) to add to \( s \)
6: AddChain\((c, s)\) \( /\) extend the layout to contain \( c \)
7: if extended partial layouts were generated then
8: Push new partial layouts into \( S \)
9: end if
10: until target # of full layouts is generated or \( S \) is empty
11: end procedure

Our strategy when decomposing the graph into chains and when deciding on chain processing order is guided by two factors. First, we observe that cyclical chains are significantly more constrained than open-ended ones, as in the former case the blocks must form a cycle, with the last and first ones touching one another. We first decompose the input graph into a set of cycles and trees, using a planar embedding of the input graph generated using a standard algorithm \( \text{CP89} \), then find all the faces in the embedding. This embedding serves only for decomposition into chains and chain ordering, and the positions are discarded. We form the first chain using the edges of the face with the minimum number of edges in the embedding. We then iteratively consider neighboring planar faces, picking a face and grouping all edges on that face that are not already in a cycle into a new cycle. Given multiple neighboring chains we select the shorter ones first. We repeat the process until all faces are processed. The remaining acyclic graph components are then processed in a breadth-first order. The incremental layout processes the chains in creation order (Pseudocode 1). Our motivation for trying to place smaller cycles before larger cycles whenever possible is that small cycles impose less constraints on subsequent extension than larger ones. The breadth-first-order is chosen due to similar considerations.

3.3. Chain Layout

The goal of the chain layout step is to extend a, possibly empty, valid partial layout to include an additional chain that is connected to this layout via one or more graph edges (Figures 5 and 3). In other words, we need to find blocks and positions for the nodes of the added chain such that the extended layout is valid. To assist the layout of this new chain, we allow changes to the input partial layout, but keep the probability of these low. As earlier noted, instead of searching for one extended layout, we need to search for multiple ones to increase the chances of success in subsequent iterations of the chain-by-chain layout process.

To achieve this goal we use a simulated annealing framework, as its built-in randomization process is, in our experience, especially well suited for exploring multiple solution alternatives (Pseudocode 2). Simulated annealing operates by iteratively considering local perturbations to the current configuration, or layout, and moving to these configurations with some probability based on the energy of each new configuration and the current annealing temperature. Configurations that lower the energy have a higher probability of acceptance. As it proceeds, it keeps track of the best solution encountered, or, in our case, of the different valid layouts encountered.

Energy Function. Our energy function is designed to heavily penalize both intersections and missing contacts, and uses exponential terms designed to drop dramatically whenever...
We perturb the current layout by changing the block position, or the node-to-block association, of one node in the extended graph containing both the nodes corresponding to the input partial layout and those of the currently processed chain. When deciding on the node to perturb, we only consider nodes in the currently added chain and nodes in the previous layout with non-zero energy (thus minimally perturbing the input partial layout). In our implementation, we set the ratio of position perturbations to node-to-block association changes to 7 to 3. When computing a new block position, instead of considering the Euclidean space around the current position, we directly consider the local configuration space of the given block with respect to its adjacent blocks in the extended graph. To do so, we compute the intersection of all configuration spaces of the block with respect to each individual adjacent block. We then randomly sample this intersection space to obtain a new position. If this intersection is empty, we compute the maximal non-empty intersection of spaces, and sample it instead. Using this approach we locally maximize the number of contacts satisfied at each iteration, pushing the layout closer to a desirable global solution.

Processing Valid Layouts. After each local perturbation, we check to see if the extended layout is now valid. We note that having each block within the configuration space of its neighbors is not sufficient for validity, and that we must also check for intersections between pairs of non-adjacent blocks. Each valid layout, which differs sufficiently from previously located ones, is placed on the stack for further processing by the incremental layout framework. The similarity between two partial layouts is defined as the sum of squared distances between the center of pairs of blocks that are connected in the extended subgraph, but which are not in contact (or share a segment shorter than the user specified doorway width). The choice of $\sigma$ impacts how frequently the annealing is allowed to move to higher-energy configuration. A smaller value of $\sigma$ produces a higher success ratio, and a larger value of $\sigma$ produces a quicker convergence. Empirically we found that setting $\sigma$ to one hundred times the average block area provides a reasonable trade-off between the two.

Initialization. To speed up processing we aim to start the annealing in a low energy configuration. To this end, we generate a BFS ordering of the chain blocks starting with those adjacent to the input partial layout if one exists, or with a random root block otherwise. We place the blocks one at a time, sampling their configuration space with respect to their already laid out neighbors and selecting the sampled position with the lowest energy.

Local Perturbation. We perturb the current layout by changing the block position, or the node-to-block association, of one node in the extended graph containing both the nodes corresponding to the input partial layout and those of the currently processed chain. When deciding on the node to perturb, we only consider nodes in the currently added chain and nodes in the previous layout with non-zero energy (thus minimally perturbing the input partial layout). In our implementation, we set the ratio of position perturbations to node-to-block association changes to 7 to 3. When computing a new block position, instead of considering the Euclidean space around the current position, we directly consider the local configuration space of the given block with respect to its adjacent blocks in the extended graph. To do so, we compute the intersection of all configuration spaces of the block with respect to each individual adjacent block. We then randomly sample this intersection space to obtain a new position. If this intersection is empty, we compute the maximal non-empty intersection of spaces, and sample it instead. Using this approach we locally maximize the number of contacts satisfied at each iteration, pushing the layout closer to a desirable global solution.

Processing Valid Layouts. After each local perturbation, we check to see if the extended layout is now valid. We note that having each block within the configuration space of its neighbors is not sufficient for validity, and that we must also check for intersections between pairs of non-adjacent blocks. Each valid layout, which differs sufficiently from previously located ones, is placed on the stack for further processing by the incremental layout framework. The similarity between two partial layouts is defined as the sum of squared distances between the center of pairs of blocks that are connected in the extended subgraph, but which are not in contact (or share a segment shorter than the user specified doorway width). The choice of $\sigma$ impacts how frequently the annealing is allowed to move to higher-energy configuration. A smaller value of $\sigma$ produces a higher success ratio, and a larger value of $\sigma$ produces a quicker convergence. Empirically we found that setting $\sigma$ to one hundred times the average block area provides a reasonable trade-off between the two.

Initialization. To speed up processing we aim to start the annealing in a low energy configuration. To this end, we generate a BFS ordering of the chain blocks starting with those adjacent to the input partial layout if one exists, or with a random root block otherwise. We place the blocks one at a time, sampling their configuration space with respect to their already laid out neighbors and selecting the sampled position with the lowest energy.

Local Perturbation. We perturb the current layout by changing the block position, or the node-to-block association, of one node in the extended graph containing both the nodes corresponding to the input partial layout and those of the currently processed chain. When deciding on the node to perturb, we only consider nodes in the currently added chain and nodes in the previous layout with non-zero energy (thus minimally perturbing the input partial layout). In our implementation, we set the ratio of position perturbations to node-to-block association changes to 7 to 3. When computing a new block position, instead of considering the Euclidean space around the current position, we directly consider the local configuration space of the given block with respect to its adjacent blocks in the extended graph. To do so, we compute the intersection of all configuration spaces of the block with respect to each individual adjacent block. We then randomly sample this intersection space to obtain a new position. If this intersection is empty, we compute the maximal non-empty intersection of spaces, and sample it instead. Using this approach we locally maximize the number of contacts satisfied at each iteration, pushing the layout closer to a desirable global solution.

Processing Valid Layouts. After each local perturbation, we check to see if the extended layout is now valid. We note that having each block within the configuration space of its neighbors is not sufficient for validity, and that we must also check for intersections between pairs of non-adjacent blocks. Each valid layout, which differs sufficiently from previously located ones, is placed on the stack for further processing by the incremental layout framework. The similarity between two partial layouts is defined as the sum of squared distances between the center of pairs of blocks that are connected in the extended subgraph, but which are not in contact (or share a segment shorter than the user specified doorway width). The choice of $\sigma$ impacts how frequently the annealing is allowed to move to higher-energy configuration. A smaller value of $\sigma$ produces a higher success ratio, and a larger value of $\sigma$ produces a quicker convergence. Empirically we found that setting $\sigma$ to one hundred times the average block area provides a reasonable trade-off between the two.

Initialization. To speed up processing we aim to start the annealing in a low energy configuration. To this end, we generate a BFS ordering of the chain blocks starting with those adjacent to the input partial layout if one exists, or with a random root block otherwise. We place the blocks one at a time, sampling their configuration space with respect to their already laid out neighbors and selecting the sampled position with the lowest energy.

Local Perturbation. We perturb the current layout by changing the block position, or the node-to-block association, of one node in the extended graph containing both the nodes corresponding to the input partial layout and those of the currently processed chain. When deciding on the node to perturb, we only consider nodes in the currently added chain and nodes in the previous layout with non-zero energy (thus minimally perturbing the input partial layout). In our implementation, we set the ratio of position perturbations to node-to-block association changes to 7 to 3. When computing a new block position, instead of considering the Euclidean space around the current position, we directly consider the local configuration space of the given block with respect to its adjacent blocks in the extended graph. To do so, we compute the intersection of all configuration spaces of the block with respect to each individual adjacent block. We then randomly sample this intersection space to obtain a new position. If this intersection is empty, we compute the maximal non-empty intersection of spaces, and sample it instead. Using this approach we locally maximize the number of contacts satisfied at each iteration, pushing the layout closer to a desirable global solution.

Processing Valid Layouts. After each local perturbation, we check to see if the extended layout is now valid. We note that having each block within the configuration space of its neighbors is not sufficient for validity, and that we must also check for intersections between pairs of non-adjacent blocks. Each valid layout, which differs sufficiently from previously located ones, is placed on the stack for further processing by the incremental layout framework. The similarity between two partial layouts is defined as the sum of squared distances between the center of pairs of blocks that are connected in the extended subgraph, but which are not in contact (or share a segment shorter than the user specified doorway width). The choice of $\sigma$ impacts how frequently the annealing is allowed to move to higher-energy configuration. A smaller value of $\sigma$ produces a higher success ratio, and a larger value of $\sigma$ produces a quicker convergence. Empirically we found that setting $\sigma$ to one hundred times the average block area provides a reasonable trade-off between the two.

Initialization. To speed up processing we aim to start the annealing in a low energy configuration. To this end, we generate a BFS ordering of the chain blocks starting with those adjacent to the input partial layout if one exists, or with a random root block otherwise. We place the blocks one at a time, sampling their configuration space with respect to their already laid out neighbors and selecting the sampled position with the lowest energy.

Local Perturbation. We perturb the current layout by changing the block position, or the node-to-block association, of one node in the extended graph containing both the nodes corresponding to the input partial layout and those of the currently processed chain. When deciding on the node to perturb, we only consider nodes in the currently added chain and nodes in the previous layout with non-zero energy (thus minimally perturbing the input partial layout). In our implementation, we set the ratio of position perturbations to node-to-block association changes to 7 to 3. When computing a new block position, instead of considering the Euclidean space around the current position, we directly consider the local configuration space of the given block with respect to its adjacent blocks in the extended graph. To do so, we compute the intersection of all configuration spaces of the block with respect to each individual adjacent block. We then randomly sample this intersection space to obtain a new position. If this intersection is empty, we compute the maximal non-empty intersection of spaces, and sample it instead. Using this approach we locally maximize the number of contacts satisfied at each iteration, pushing the layout closer to a desirable global solution.

Processing Valid Layouts. After each local perturbation, we check to see if the extended layout is now valid. We note that having each block within the configuration space of its neighbors is not sufficient for validity, and that we must also check for intersections between pairs of non-adjacent blocks. Each valid layout, which differs sufficiently from previously located ones, is placed on the stack for further processing by the incremental layout framework. The similarity between two partial layouts is defined as the sum of squared distances between the center of pairs of blocks that are connected in the extended subgraph, but which are not in contact (or share a segment shorter than the user specified doorway width). The choice of $\sigma$ impacts how frequently the annealing is allowed to move to higher-energy configuration. A smaller value of $\sigma$ produces a higher success ratio, and a larger value of $\sigma$ produces a quicker convergence. Empirically we found that setting $\sigma$ to one hundred times the average block area provides a reasonable trade-off between the two.
with some representative examples shown throughout the paper. As demonstrated in Figure 1, our input graphs are representative of the type of layouts commonly used in games, which contain multiple cycles and use up to a dozen differently shaped blocks.

Figure 7 showcases our ability to handle different types of building blocks, from rectangles, frequent in architectural layouts, through more complex axis-aligned shapes, to rich sets of diversely shaped polygons. Our method is able to painlessly process the different block sets, generating visually interesting and often surprising layouts from complex graphs with multiple cycles. It successfully tackles large graphs such as the one shown in Figure 8 which has forty vertices and leverages backtracking (Figure 4) to process graphs with high valence vertices (Figure 9), where contacts are particularly challenging to satisfy.

Figure 10 demonstrates the application of our method to multi-floor layouts. Here we use positional constraints on layouts generated for the second and third floors, forcing the highlighted blocks to match their first floor counterparts. In Figure 11, we generate layouts with walk-through corridors by constraining the configuration spaces of the corresponding blocks to allow contacts only at the two corridor ends. This example is typical of commonly used dungeon level designs. Figure 12 showcases another type of constraints - preventing the layout from intersecting user provided obstacles.

Statistics. Since we use a stochastic framework our method’s behavior depends on the seeding of the different randomized components. To evaluate speed and robustness we ran the algorithm 50 times with different randomization seeds for each combination of input planar graph and building blocks. We record the rate of successfully computed valid solution, as well as the runtime required to find the first solution, and also the time and iteration count (i.e. trials to locally perturb a layout) necessary to compute ten solutions, see Table 1. Our success rate is very high, a perfect 50/50 on simple graphs and well over 90% for others. The only exception is the graph in Figure 7 which contains multiple interconnected cycles and is therefore particularly challenging to process. The layout cost is quickly amortized. For Figure 1, the first solution is obtained after 4.9 seconds, but the cost-per-solution drops to 1.1 second after generating ten different solutions (as guaranteed by the variability test). Even on the most complex graphs the amortized cost is less than 10s per layout. This makes our scheme perfectly suited for our goal of generating many layout variations from a level specification.

Impact of Design Choices. We evaluated our algorithm design choices by comparing our results to those generated using alternative, more generic approaches (Table 2). We tested our solution framework without configuration spaces, using a purely energy-based formulation. Using constant or randomized changes in position, the method was never able to satisfy contacts exactly. We were more successful when using a combination of random walk and line search for locating lower energy close-by configurations (Table 2). However, even on simple examples, the success rate remained very low and when convergence did occur, runtimes were fifty times worse than ours. Additionally, we were able to find at most one solution during a trial run (Table 2). We also examined the impact of skipping the incremental layout process and optimizing the entire layout at once using the framework in Section 3.3. Without the incremental layout, even for our simplest inputs we were only able to achieve valid solutions 70% of the time, and were only ever able to find at most 5 solutions when searching for 10 (Table 2). While more advanced stochastic methods may in theory perform better, our approach as-is quickly achieves the desired solution.

To perform the comparison, we ran each algorithm 50 times with different seeds using the same input planar graph and building blocks, on the graphs in Figures 7, top and 9. As shown in Table 2, using either of the simplified methods drastically reduces the percentage of successful runs (ones where a layout is successfully obtained), and were unable to generate more solution requests when.

**Table 1:** Algorithm statistics. We provide success rates for generating one or ten layouts, the average number of layouts created when ten were asked for (includes the unsuccessful attempts), times (sec) for generating one or ten layouts and iteration counts (thousands) for the later. We provide both average and median values as the average can be heavily influenced by outlier runs.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Success rate</th>
<th>#sol.</th>
<th>1st solution</th>
<th>10 solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fig 1</td>
<td>2.0/2.94</td>
<td>9.8</td>
<td>4.9/2.3</td>
<td>10/10.66</td>
</tr>
<tr>
<td>Fig 7, top</td>
<td>1/1.10</td>
<td>1.1/1.04</td>
<td>1.8/1.2</td>
<td>7/4k</td>
</tr>
<tr>
<td>Fig 7, bot</td>
<td>0.94/0.84</td>
<td>9.3</td>
<td>23/18</td>
<td>48/40</td>
</tr>
<tr>
<td>Fig 8</td>
<td>0.98/0.98</td>
<td>10</td>
<td>80/55</td>
<td>94/73</td>
</tr>
<tr>
<td>Fig 9</td>
<td>1/1</td>
<td>1.7/0.3</td>
<td>2/0.6</td>
<td>226/6k</td>
</tr>
</tbody>
</table>

**Table 2:** Statistic for algorithmic alternatives measured on graphs in Figures 7, top and 9. Both have significantly lower success rate for generating one result and never even come close to generating ten results. The non incremental method, when successful generates at most 3.5 results (on average). Without using configuration spaces we are not able to ever generate more than one result on even the simplest graphs.
We asked ten professional game developers from independent and AAA studios to review our generated layouts. Feedback was uniformly positive; results were rated as being “nice and natural”, “more complex than can easily be made by hand”, and “layout and packing feel good”. One designer suggested our work as a brainstorming tool for exploring level ideas. One designer asked for doors to not be placed directly opposite each other, and we can account for this by adjusting the configuration spaces at each step of the algorithm.

Discussion. There is an intriguing link between the shape of the blocks and the existence of a solution. Consider a cycle of four blocks all connected to a single, enclosed block. If the only available shape is a rectangle twice as long as it is high, then the cycle does not offer enough space to fit the block inside. This is a very simple instance of a more subtle issue whenever the graph is made of nested cycles, using shapes elongated along the same axis will make the layout more challenging, as their aspect ratio limits the available area enclosed by a cycle of a given number of blocks. Similarly,
We presented the first method for game level layout able to
some shapes may induce a directivity in the layout because
they offer a simpler or longer edge interface on one side.
Therefore, a good guideline for designers is to provide a
sufficient variety of shapes, globally having wall interfaces
in all directions. This limits biases during the layout process.
Note that this issue is unique to our setting: Approaches
for architectural floor planning [MSK10, LYAM13] do not
consider this constraint and let the shape of the rooms emerge
from the optimization.

5. Conclusions
We presented the first method for game level layout able to
preserve designer-intended gameplay. Given a user-specified
layout connectivity graph our method is fast enough to
produce layouts that satisfy the contact constraints imposed by the graph, supporting an
enjoyable replay experience. Our experiments show that our
method can robustly handle complex graph representative of
typical game levels.

Our current algorithm is designed to satisfy hard constraints
such as intersection-avoidance and contact. It would be interesting to investigate additional criteria to guide level
synthesis based on design goals in production scenarios.
While the speed of our method is acceptable for most
gameplay setups, it would be interesting to explore future speedups, e.g. by replacing the simulated annealing with
more sophisticated stochastic search techniques. The key here
would be to achieve speedup, without sacrificing the output
variability we currently achieve. Finally, we may explore ways to increase output variability, e.g. by allowing blocks to
defom during layout computation.
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The input planar graph (top-left). The red nodes correspond to room blocks, while the green nodes correspond to narrow corridors with door positions restricted to be at the two ends.

Figure 11: Layout with restricted door positions. Here we use two set of building blocks for different types of nodes in the input planar graph (top-left). The red nodes correspond to room blocks, while the green nodes correspond to narrow corridors with door positions restricted to be at the two ends.

Figure 12: Constrained levels designed to avoid different polygonal obstacles. These types of constraints are frequent in games, e.g. designing a palace to wind around a lake.